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Abstract

The IEEE 802.15.4-Time Slotted Channel Hopping (TSCH) is a Medium Access Control (MAC) layer
protocol designed for Industrial Internet of Things (IIoT) applications. TSCH focuses on the MAC layer only,
while the construction of the routes relies on network layer protocols such as the Routing Protocol for Low-
Power and Lossy Networks (RPL). The selection of the routes towards the sink plays a significant role in the
nodes duty cycle, the delay, and the reliability of the network. In this paper, we formulate a multi-objective
problem taking into account the schedule length (duty cycle/delay), the average number of hops (delay), and
the cost of constructing the routes (reliability). To solve this problem, we use a scalarizing version where
the objective function is defined as a convex combination of the three afore-mentioned parameters. Optimal
computational as well as simulation results are presented. The findings of the current study can be used
either as an optimal static routing solution when the link qualities are known and do not considerably change
through time, or as a benchmark when designing low-power distributed protocols for TSCH networks.

1 Introduction

The advent of the fourth industrial revolution brings forward some new challenges in manufacturing and au-
tomation. Industrial Internet of Things (IIoT) applications use data generated by sensors, either built products
out in the real world, or components within a machine on the production line, to impact how these things are
manufactured, to minimize manufacturing mistakes and to reduce the production costs. Moreover, IIoT appli-
cations require efficient communications among the devices with low energy costs and high end-to-end reliability
[25]. Time-slotted communications combined with a channel hopping MAC, such as the IEEE802.15.4 Time
Slotted Channel Hopping (TSCH) [21] have been proposed to provide this required high reliability.

TSCH incorporates two major techniques that define the access to the medium; time synchronization and
channel hopping. Time synchronization is used to achieve a very low-power operation. The nodes are syn-
chronized according to a global clock initiated by the coordinator node (sink). The nodes wake up, sleep, and
transmit at strict timings minimizing the waste of energy. Channel hopping is used to improve he reliability and
cope with the external interferences. Successive transmissions are carried out at different frequencies increasing
the probability of successfully delivering a frame that was not delivered in the previous transmissions.

In IEEE 802.15.4-TSCH networks, the time is divided in slotframes, each slotframe consisting of an equal
number of timeslots. At any timeslot, a node may transmit a data packet, receive a data packet, or remain in
sleep mode, thus saving significant amounts of energy. During the same timeslot, the sender of a data packet
receives an acknowledgment packet if the transmission was successful. The timeslots that each pair of nodes
remains active to transmit and receive data are defined by the scheduling. The scheduling is computed by
either a centralized entity (e.g., the sink) or in a distributed manner by the nodes. The length of the schedule
(i.e., the number of timeslots required to deliver all the data to the sink during a slotframe) affects the energy
consumption of the nodes and the delay. The longer the schedule length, the higher the average delay and the
energy consumption.

The Internet Engineering Task Force’s (IETF) 6TiSCH Working Group, which is responsible for the stan-
dardization of the protocol stack for the IIoT, proposes the use of the IPv6 routing protocol RPL [24] in order
to build and maintain the routes from the nodes to the sink. RPL is a distance-vector routing protocol specially
designed by the ROLL IETF group for low-power devices and unreliable links. It setups a Destination Oriented
Directed Acyclic Graph (DODAG) rooted at the sink (or at multiple sinks), and it assigns a rank to each node
to define its virtual distance to the sink. An objective function is used to translate link metrics (e.g., hop count,
latency) to a rank. Each node is, also, aware of a preferred parent through which it forwards its data to the next
hop node towards the sink. However, RPL focuses on a distributed, low-cost construction and maintenance of

1



the network topology and does not guarantee the optimality of the schedule. As we will see in the next section,
an optimal schedule depends on some topology characteristics, such as the position of the nodes and how they
are physically connected with each other. The default TSCH scheduling algorithm, called Scheduling Function
Zero (SF0), as well as other recently proposed scheduling techniques [14, 8, 26, 4], are heavily dependent on
the RPL mechanism in order to compute a data schedule. Nevertheless, as mentioned by Ioava et al. [11], a
link quality metric that takes into account TSCH-specific statistics is still missing. Then scheduling statistics,
such as the number of reserved cells, can be taken into account when defining the RPL rank of each node
and appropriately select a default parent. It should be noted that the 6top sublayer [20], which is a 6TiSCH
mechanism to dynamically build and adapt the schedule, allows neighboring nodes to add/delete TSCH cells to
one another. This sublayer’s operation can be also adjusted to balance the number of demanded cells so that
neighboring parent nodes serve more or less equal number of packets.

From the theoretical point of view, it is important to mention that it is impossible to build a solution to
minimize all the three network parameters simultaneously; the schedule length, the routing cost, and the number
of hops. There are routing schemes that sometimes optimize both the schedule length and the packet routing cost
[7] (e.g., the Minimum Spanning Trees). However, they tremendously increase the average hop count and, thus,
the end-to-end delay in the network. As a consequence, the question to be answered is the following: is there
any routing solution with optimal schedule length which, at the same time, does not compromise (considerably)
the packet routing cost and the hop count?

We formulate an optimal routing tree problem as a minimization of an objective function that takes into
account the schedule length, the average number of hops to the sink, and the packet routing cost. We solve
the problem by using a scalarizing version where the objective function is defined as a convex combination of
the three parameters. We compare the results obtained with the model to the standard RPL protocol using
different node and link evaluation metrics, i.e., the hop count, the expected transmission count (ETX), and the
number of children (i.e., the predecessor nodes of a node towards the sink). We also compare the performance
of the proposed approach to that of a non-distance vector protocol which uses a Connected Dominating Set
(CDS) to compute the core of the network while the rest of the nodes are 1-hop cluster members of the CDS
nodes.

This is the first paper that studies the problem of routing with optimal schedules in TSCH networks. Its
objective is to shed light – from the theoretical perspective – on how the nodes could be organized in order to
achieve optimal schedule lengths while not burdening considerably or even reducing the overall packet routing
cost and the average hop count. In particular, we show that the current RPL metrics perform far from the
optimal in terms of schedule length; a behavior that can be improved if the number of children is included
in the parent selection process. Moreover, the theoretical findings reveal that a balanced tree with less, on
the average, children per parent exhibit far better results in terms of schedule length than the standard RPL
solutions. Finally, the the cluster-based approach seems not to be appropriate for use in TSCH networks since
all the evaluated parameters worsen considerably in this approach.

The rest of this paper is organized as follows. Section 2 describes the scheduling process in IEEE802.15.4-
TSCH networks and how the schedule length is affected by the applied routing solution. In Section 3, we
formulate an optimal routing tree problem as a function of the schedule length, the cost, and the hop count.
Computational as well as simulation results are presented and discussed in Section 4. Finally, Section 5 concludes
the paper and presents ideas for future enhancements.

2 The IEEE802.15.4-TSCH protocol

2.1 Data transmission scheduling

Scheduling is one of the fundamental operations in IEEE802.15.4-TSCH networks. The basic operation of a
scheduler is to define when (i.e., at which timeslot) a node must turn on its radio to transmit or receive a data
packet. To do this, a scheduler has to consider the number of packets queuing at each node in each timeslot and
the fact that a node cannot transmit and receive a data packet in the same timeslot. Moreover, the scheduler
assigns a channel offset to each node for each of the participating links. This offset is then translated to a
physical frequency according to a function described in the standard [21]. Physical neighboring links as well as
2-hop neighbors on the same path to the sink must have a different channel offset to avoid collisions when they
transmit in the same timeslot. The job of a scheduler – centralized or distributed – is to take into account these
constraints and compute a collision-free schedule with the shortest possible length. The length of the schedule
is measured in number of timeslots.

2.2 How routing affects scheduling

The topology characteristics and the way the nodes are connected with each other may affect the scheduling
length. The optimal length is lower-bounded by the number of packets generated in the network during one
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Figure 1: A possible and an optimal routing solution in terms of schedule length for a network with 5 nodes.

slotframe since only one packet is sent per timeslot. This requires that the sink receives one packet per timeslot
during the entire slotframe. However, due to the bottleneck effect of the 1-hop neighbors of the sink, the latter
may not receive a packet in one or more timeslots.

To better understand this issue, we introduce the example of Figure 1, where we display two different
routing solutions for a 5-node network. The corresponding data transmission schedules are illustrated below
each solution. We assume that all the links present a similar quality (reliability) and all the nodes generate 1
packet per slotframe which must be forwarded to the sink via an 1-hop or multi-hop manner. This results in a
total number of 4 generated packets while the total number of transmissions may vary depending on the routing
approach. The bold lines correspond to the routing links and the dash lines to the radio links. The radio links
correspond to the physical connections between the nodes, while the routing links are physical connections that
can be used exclusively for data transmissions. On one hand, the solution on the left exhibits a schedule length
equal to 7 slots since 7 transmissions need to be performed in order to forward all the packets to the sink. Three
out of the seven slots are reserved for transmissions from nodes A, C, D to B (i.e., timeslots 0, 3, and 5). Since
in TSCH a node can only receive or transmit a packet during a timeslot, R (i.e., the sink) is inactive in these
three timeslots. On the other hand, the routing tree on the figure on the right exhibits an optimal performance
with 5 timeslots reserved in total. This solution presents only one inactive timeslot for the sink (i.e., timeslot
0) since the transmissions of C and D can happen in parallel using different channel offsets.

If we now assume that links C-B and A-B present better quality characteristics than C-A and A-R, the
solution on the left exhibits in total a better tree cost compared to the solution on the right. In this case, it is
straightforward to observe that it is unlikely to find a tree that optimizes both the cost and the schedule length.
Generalizing, if at least one pair of links presents the above behavior, the minimization of the one measurement
does not guarantee the minimization of the other and vice-versa.

3 Problem formulation

In this section we mathematically formulate the packet routing problem in IEEE802.15.4-TSCH networks. In
order to mathematically study the routing behavior, we assume stable environmental conditions. This implies
that no parent and routing changes are allowed once the routes have been initially computed. Therefore, RPL
route maintenance capabilities, like the trickle algorithm [12] or the hysteresis function [10], are not evaluated
in this paper.

The problem is defined over a graph G(N,E), where N is the set of nodes and E is the set of edges. Each
edge [i, j] models the radio link between node i and j. A cost lij is associated with each edge [i, j] ∈ E as given
by Eq.(1):

lij =
dist(i, j)

max dist
, (1)

where dist() is the Euclidean distance function between two nodes and max dist is the least reliable (maximum)
distance between two nodes. This distance can be approximated experimentally. Since link reliability generally
worsens with distance [15], in the present paper, we define the packet routing cost as a function of the relative
distance between the nodes that constitute the edges of the data collection tree and the number of packets
routed by each node. This means that the longer the distance and the higher the number of packets, the higher
the routing cost. Thus, the cost of Eq. (1), whose value increases with the distance, is used as a simple link

3



evaluation measurement, expressing the tolerance of the link to packet losses. This cost function is used only
for modeling purposes and not as a real indicator to assess the packet reception probability.

The number of packets qi to be sent to the sink node is associated with each node i ∈ N \ {sink}. The aim
of the formulation is to determine the routing of the packets qi,∀i ∈ N \ {sink}, where the data, starting from
node i, reach node sink possibly passing through other nodes of the graph.

The problem can be viewed as a particular instance of the multi-commodity flow problem. In general, the
problem is formulated on a directed graph and a source node, a destination node, and the quantity of items
to be sent are associated with each commodity. The aim is to send the quantity of items associated with
each commodity from the associated source node to the associated destination node, by minimizing the overall
transportation cost and guaranteeing the satisfaction of a resource constraint associated with each arc. Indeed,
the arcs are capacitated, thus, the quantity of items passing through each arc must be less than or equal to a
given threshold.

In order to formulate the problem at hand as an instance of the multi-commodity flow problem, we construct
a directed graph D(N,A) where A is the set of arcs. In particular, we associate with each edge [i, j] ∈ E two arcs,
i.e., arcs (i, j) and (j, i) whose cost is lij , which are stored in the set A. The problem has |N | − 1 commodities.
Each commodity k is associated with a node i ∈ N \{sink}. Thus, it is characterized by the quantity of items qi,
the source node i and the destination node sink. Thus, the flow associated with each commodity is the number
of packets that traverses the graph from node i to node sink. It is worth observing that an arc (i, j) ∈ A is
possibly shared by the commodities. This means that the flows associated with several commodities can transit
on the some arcs. However, no limitation is given on the number of packets that can transit through each arc.

An edge [i, j] ∈ E is active if at least one commodity uses an arc associated with it. The set of active edges
represents a tree T of G. The notations and the parameters used to model the problem are listed below:

• G(N,A): directed graph;

• N : set of nodes;

• qi: quantity of packets to be sent from node i to node sink through graph G.

• A: set of arcs;

• lij : cost associated with arc (i, j) ∈ A.

Before introducing the objective functions along with the mathematical formulation, we introduce the fol-
lowing decision variables:

• ykij ,∀(i, j) ∈ A, k ∈ N \ {sink}: binary variables stating whether the flow of commodity k, that is, the
packets associated with the node k, transits through arc (i, j) ∈ A.

• xij ,∀(i, j) ∈ A: binary variables indicating whether arc (i, j) is active, that is, ykij = 1 for at least one
commodity k.

• Qi =
∑

(u,v)∈Ti
qu + qi ∀i ∈ N : continuous variables representing the number of packets that reach node

i ∈ N , where Ti is the subtree of T rooted at node i.

The cost of a tree T is defined as the sum of the cost multiplied by the packets associated with the active edges,
i.e., c(T ) =

∑
(i,j)∈T lijQi. In this way, we evaluate each link based on the amount of traffic passing through

this particular link.
The schedule length LT can be modeled as follows [13]:

LT = max{2QM − qM , Qsink}, (2)

where M = arg maxi∈N{Qi : xisink = 1}. In other words, M is the node, among all those directly connected
to the sink, associated with the maximum value of variable Q. In order to properly take into account function
LT , we define a binary variable zi, ∀i ∈ N indicating whether M , in Eq. (2), is defined for node i ∈ N .

We consider also the average number of hops as a parameter to take into account in the determination of the
optimal solution. In particular, we compute the average number of hops H as

∑
k∈N\{sink}

∑
(i,j)∈A

1
|N |−1y

k
ij .
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Based on the above we get the following model:

minC =
∑

(i,j)∈A

lijQixij (3)

minLT (4)

minH =
∑

k∈N\{sink}

∑
(i,j)∈A

1

|N | − 1
ykij (5)

s.t.∑
j:(i,j)∈A

ykij −
∑

j:(j,i)∈A

ykji =


1 if i = k

−1 if i = sink

0 otherwise

∀k ∈ N \ {sink}, (6)

xij ≥ ykij , ∀(i, j) ∈ A, k ∈ N \ {sink}, (7)

LT ≥ Qsink, (8)

LT ≥ 2QM −
∑

i∈N :(i,sink)∈A

ziqi, (9)

Qi ≥
∑

(v,i)∈A

Qvxvi + qi ∀i ∈ N, (10)

QM ≥ Qi −Q(1− xisink), ∀i ∈ N, (11)

ziQM ≤ Qi, ∀i ∈ N : (i, sink) ∈ A, (12)∑
i∈N :(i,sink)∈A

zi = 1, (13)

The objective function (3) minimizes the total packet routing cost, (4) minimizes LT and (5) optimizes the
average number of hops. Eq. (6) define the flow conservation constraints for each commodity k. Eq. (7) define
the value of variables x. Eq. (8) and (9) linearize function LT . Eq. (10) define the value of Qi. Eq. (11) set
QM to the maximum Qi among all nodes i directly connected to the sink. Eq. (12) and (13) define the value
of zi. In particular, if Qi 6= QM , then zi = 0. On the other hand, constraints (12) and (13) are satisfied only
for zi = 1 with Qi = QM . The parameter Q is a large number that can be set equal to

∑
i∈N qi.

The Constraints (10) and (12) as well as the objective function (3) are not linear due to the terms Qvxvj
and ziQM , respectively. The former can be linearized by introducing non-negative auxiliary variables Q̂vj . The
linearized objective function (3) and the constraints (10) take the following form:∑

(i,j)∈A

lijQ̂ij , (14)

Qi ≥
∑

(v,i)∈A

Q̂vi + qi ∀i ∈ N, (15)

respectively. The variables Q̂ij are defined such that if xij = 1, then Q̂ij = Qi. Otherwise, if xij = 0, Q̂ij = 0.
To take into account the aforementioned definition, the following constraints are added to the model

Q̂ij ≥ Qi −Q(1− xij), ∀(i, j) ∈ A, (16)

Q̂ij ≤ Qxij , ∀(i, j) ∈ A, (17)

Q̂ij ≤ Qi, ∀(i, j) ∈ A. (18)

Constraints (11) can be simplified in the following way:

QM ≥ Q̂isink, ∀(i, sink) ∈ A, (19)

To linearize the terms ziQM , we introduce the non-negative variables zMi ,∀i ∈ N : (i, sink) ∈ A, which are
defined as follows:
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zMi ≥ QM −Q(1− zi), ∀i ∈ N : (i, sink) ∈ A, (20)

zMi ≤ Qzi, ∀i ∈ N : (i, sink) ∈ A, (21)

zMi ≤ QM , ∀i ∈ N : (i, sink) ∈ A. (22)

The constraints (12) are then formulated as follows:

zMi ≤ Qi, ∀i ∈ N : (i, sink) ∈ A. (23)

The proposed multi-objective formulation does not provide a single optimal solution,but more than one
Pareto optimal solutions exist. Indeed, as mentioned before, the minimization of the cost does not guarantee
the minimization of both LT and average number of hops H and vice-versa.

In general, the number of Pareto optimal solutions grows exponentially with the size of the problem [3, 2,
6, 17]. Generating all Pareto optimal solutions becomes intractable for high dimension instances. In addition,
the decision maker has to choose, among all Pareto optimal solutions, the one that satisfies the requirements.
However, the higher the number of possible solutions, the more difficult the choice of the most satisfactory one.

To overcome these drawbacks, scalarizing techniques can be used. The main idea is to combine the multiple
objectives into one single-objective scalar function and to solve the multi-objective problem as a single-objective
optimization problem. Many different scalarizing functions have been proposed in the scientific literature, i.e.,
the Chebyshev norm, the utility functions, and the weighted sum method [22, 18].

In the first case, a reference point, representing the preferences of the decision-maker in the criteria space, is
considered. Optimizing this function means to obtain a Pareto optimal solution that is closest to the reference
point with respect to the Chebyshev norm. The decision maker can, thus, have a better overview of the objective
function values.

In the utility function techniques, a utility function is constructed, on the basis of the users’ preferences,
and an optimization problem is solved to find the solution that maximizes this function.

We use the weighted sum method to address the problem studied in this paper. The main aim is to build
an aggregate objective function, obtained by summing up all the objective functions, each of them multiplied
by a weighting factor. In particular, we consider a convex combination of the three parameters, i.e., C, LT and
H, as follows:

minα
∑

(i,j)∈A

lijQ̂ij + βLT + γ
∑

k∈N\{sink}

∑
(i,j)∈A

1

|N | − 1
ykij (24)

where α, β, γ ∈ [0, 1] and α+ β + γ = 1. It is worth observing that, in general, the Pareto front is not convex,
thus, the Pareto solutions that do not belong to the convex hull cannot be computed when minimizing function
(24).

Our choice of the weights has been motivated by the fact that this strategy represents the most widely-
used method in the multi-objective optimization [9] and it can handle problem with any number of objective
functions.

The optimal solution is a tree T , that is, a connected and acyclic graph. Thus, there exists a unique path
from each node k ∈ N to the sink. Varying the parameters α, β, γ, different trees, belonging to the convex hull,
can be obtained.

Since C, LT , and H are of different nature, we have to consider the scaling coefficients sc, slt, and sh
in function (24). Let Sc, Slt, and Sh be the optimal solution to the problem when optimizing function (3),
(4), and (5), respectively. The scaling coefficients are computed as sc = 1/

(
max{C(Slt), C(Sh)} − C(Sc)

)
,

slt = 1/
(
max{LT (Sc), LT (Sh)} − LT (Slt)

)
, and sh = 1/

(
max{H(Sc), H(Slt)} −H(Sh)

)
for function C, LT ,

and H, respectively.

4 Evaluation & discussion of the results

In this section we compare the results derived by solving the proposed model with the results of two well-known
routing approaches. The first approach is the distance vector routing protocol RPL and the second one is a
clustering approach based on the construction of a CDS [1]. We distinguish three metrics to construct the
routes for RPL and CDS; the number of hops to the sink, the ETX [5], and the number of children of the
parent nodes. These are link and node quality metrics proposed by IETF [19]. For the last metric the objective
function proposed in [16] is used in order to distribute the load among a higher number of parents. These three
metrics are used by the objective function of RPL and are translated to a rank. In CDS, they are used as edge
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weights to compute the connections between the dominating nodes (cluster heads). They are also used as a
metric for the cluster nodes to connect to the cluster head with the minimum cost.

ETX is computed by taking into account 10 successive packet transmissions. We consider a transmission as
successful if the signal power Ptx at the destination is higher than the required sensitivity power, which is fixed
by the RF manufacturer, as it is described by Eq. (25) [23]:

Ptx
e2σG

d2b
> S, (25)

where Ptx is the transmission power, S is the sensitivity power, and e2σG has a log-normal distribution with
a shadowing coefficient σ (G ∼ N(0, 1)). The term 1/d2b accounts for the far-field path loss with distance d,
where the amplitude loss exponent b is environment-dependent. We must note here that MAC layer phenomena,
such as packet time outs or CCA failures are not taken into account.

4.1 Setup

We consider scenarios with different node populations, ranging from 20 to 100, and we create 25 instances with
random node positions for each scenario. We use a terrain size of 100×100 meters and we guarantee that all
the nodes can reach the sink in an 1-hop or in a multi-hop manner. We assume that there is a link between any
two nodes if the signal power at the receiver is higher than the required sensitivity power. Each node generates
from 1 to 3 packets per slotframe. Regarding the node parameters we rely on the characteristics of Zolertia
RE-motes1 with a typical transmission power of 0dBm. The maximum communication range varies according
to the sensitivity of the antenna and the propagation model. We use the following values which correspond to
outdoor communications: σ=0.7 (σdB = 6dB), random G ∈ (0, 1), and b=2 (exponent of 4) [23]. We implement
RPL and CDS in the Perl programming.

With regards to the model, we conduct the experimental phase considering three different values for each
of α, β, and γ, that is {0.2, 0.3, 0.5}. Thus, we consider six combinations of those parameters resulting in 150
instances for each scenario. We implement the model in the Java programming language and the solver CPLEX
12.51 is called for its resolution. The tests are carried out on an Intel(R) Core(TM) i7-4720HQ CPU with 8GB
of RAM under the Microsoft Windows 10 operating system. From a wide range of preliminary computational
results, we obtained that CPLEX is not able to compute an optimal solution for the instances with a number
of nodes greater than or equal to 30 in a reasonable amount of time. For this reason, we focus our attention
on the instances with 20, 30, and 40 nodes imposing a time limit of 30 minutes. In the case the solver does not
find an optimal solution within the imposed time limit, then the best feasible solution is returned. According
to our experiments, the chosen time limit represents a good compromise between the quality of the obtained
solution and the computational overhead.

4.2 Results

The average numerical results along with the simulation results over 25 instances are reported in Table 1. The
value of the cost per unit of nodes is reported under column C

|N |−1 , the schedule length is reported under column

LT , and the average number of hops is reported under column H. Table 1 shows the aforementioned results
for each considered combination of α, β, and γ for the model, and for each metric, that is, for the hops, ETX,
and the children for RPL and CDS. The rows min, max, and AVG report the minimum, the maximum, and the
average values for C

|N |−1 , LT , and H. Figures 2 and 3 present the individual RPL and CDS results respectively

with different link metrics. A comparison with the best values derived from the model (for 20, 30, and 40 nodes)
is also displayed.

We must note that the solver returns 114 optimal solutions within the imposed time limit for the scenario
with 20 nodes. Whereas, only feasible solutions are available for the scenario with 30 and 40 nodes.

The results collected by the model highlight that the obtained solution is not highly affected by the param-
eters α, β, and γ for the considered instances. The maximum values of C

|N |−1 , LT , and H, averaged over all

instances and value of α, β, and γ, are 3.2%, 2.9%, and 3.4% higher than the minimum values, respectively.
However, we have to notice that this gap increases when the number of nodes increases. The highest gap is
obtained for C

|N |−1 and for the instances with 30 nodes, with a value of 5.3%. For LT and H, the maximum

gap is 4% and 5%, respectively, for the instances with 40 nodes.
As expected, the higher the number of nodes, the higher the value of both C

|N |−1 and LT (see rows AVG of

Table 1). This trend is not affected by the value of H.
RPL and CDS perform significantly worse than the model in terms of schedule length. Indeed, the values of

LT , considering the metrics “hops”, “ETX”, and “children” obtained with RPL, are 1.10, 1.16, and 1.08 times

1https://github.com/Zolertia/Resources/wiki/RE-Mote
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nodes
model

metrics
RPL CDS-based

α β γ C
|N |−1 LT H C

|N |−1 LT H C
|N |−1 LT H

20 0.2 0.3 0.5 4.732 46.720 3.198
hops 4.760 49.160 3.020 4.793 51.000 3.40220 0.2 0.5 0.3 4.732 46.640 3.198

20 0.3 0.2 0.5 4.732 46.720 3.198
ETX 4.844 53.240 3.245 4.898 54.400 3.718

20 0.3 0.5 0.2 4.740 46.680 3.204
20 0.5 0.2 0.3 4.726 46.680 3.200

children 4.779 50.160 3.020 4.854 51.120 3.476
20 0.5 0.3 0.2 4.729 46.640 3.200

min 4.726 46.640 3.198 4.760 49.160 3.020 4.793 51.000 3.402
max 4.740 46.720 3.204 4.844 53.240 3.245 4.898 54.400 3.718
AVG 4.732 46.680 3.200 4.794 50.853 3.095 4.848 52.173 3.532

30 0.2 0.3 0.5 4.928 65.520 3.385
hops 4.855 75.880 3.105 5.078 75.840 3.56030 0.2 0.5 0.3 4.830 64.120 3.337

30 0.3 0.2 0.5 4.686 66.160 3.243
ETX 4.856 79.320 3.490 5.466 84.480 4.300

30 0.3 0.5 0.2 4.700 64.640 3.277
30 0.5 0.2 0.3 4.703 65.920 3.279

children 4.809 73.440 3.105 5.522 78.960 3.900
30 0.5 0.3 0.2 4.680 65.320 3.252

min 4.680 64.120 3.243 4.809 73.440 3.105 5.078 75.840 3.560
max 4.928 66.160 3.385 4.856 79.320 3.490 5.522 84.480 4.300
AVG 4.755 65.280 3.296 4.840 76.213 3.233 5.355 79.760 3.920

40 0.2 0.3 0.5 4.691 93.400 3.190
hops 4.936 99.880 3.029 5.488 103.840 3.71340 0.2 0.5 0.3 4.869 89.800 3.345

40 0.3 0.2 0.5 4.681 91.520 3.199
ETX 4.931 104.480 3.424 5.879 113.080 4.458

40 0.3 0.5 0.2 4.681 93.400 3.204
40 0.5 0.2 0.3 4.690 93.160 3.187

children 4.876 97.520 3.029 5.916 110.800 3.964
40 0.5 0.3 0.2 4.722 91.160 3.258

min 4.681 89.800 3.187 4.876 97.520 3.029 5.488 103.840 3.713
max 4.869 93.400 3.345 4.936 104.480 3.424 5.916 113.080 4.458
AVG 4.722 92.073 3.231 4.914 100.627 3.161 5.761 109.240 4.045

Table 1: Numerical and simulation results for the model with a linear combination of C, LT and H compared
to RPL and the CDS-based approach with different link metrics.

higher than the average value of LT returned by the model, respectively. RPL achieves slightly worse values of
C

N−1 than the model for all metrics, on average. Referring to the values of H, RPL behaves slightly better than
the model when considering both the “hops” and the “children” metrics.

CDS exhibits the worst behaviour. The value of LT is 1.13, 1.23, and 1.18 times higher than that obtained
by the model, considering the metrics “hops”, “ETX”, and “children”, respectively. This trend is observed for
the values of both LT and H.

Overall, RPL behaves better than CDS for the instances with 20, 30 and 40 nodes. This can be also observed
from the simulation results with higher node populations presented in Figures 2 and 3 for the RPL and the
CDS cases.

The difference between the two approaches is higher when more nodes are added in the terrain. Indeed,
CDS needs up to 11% more timeslots and uses up to 23% longer routes in terms of number of hops compared to
RPL. However, CDS uses on average slightly shorter links which might result in more reliable communications.

Comparing the link metrics in RPL, as it was expected, ETX produces shorter links at the cost of longer
schedules and slightly higher hop counts. When the number of children is used as a metric to select the default
parent, RPL produces the best results among the three metrics. This happens because this metric tends to
balance the number of nodes between the parents, thus decreasing the appearance of bottlenecks.

Figure 4 illustrates the solutions of the three approaches for a scenario with 30 nodes. The optimal solution
in terms of schedule length is 57 timeslots achieved by all the examined α, β, γ combinations of the model.
RPL achieved 86 and 79 timeslots with ETX and “children”, respectively. The cluster approach achieved 111
timeslots with ETX and 95 with “children”. The figure reveals that the optimal solution exhibits a more
balanced tree with less bottlenecks compared to the other two approaches.

Considering the rest of the instances as well, the model generates solutions with a higher, on the average,
number of 1-hop to the sink nodes, while the Q values of these neighbors are comparable with each other. This
is practically translated to less inactive timeslots for the sink, which is the cause of the schedule length growth.
We summarize these results in Table 2 where the number of sink neighbors is reported under column NB and
the variance associated with the value of Q is reported under column σ. We observe that the model produces
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Figure 2: RPL performance with different link evaluation metrics and variable number of nodes.
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Figure 3: CDS-based routing performance with different link evaluation metrics and variable number of nodes.
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(a) Optimal (α = 0.2, β = 0.5, γ = 0.3)
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Figure 4: The RPL and CDS-based routing trees compared to the optimal solution for a 30 nodes instance .

results with a higher number of sink neighbors (NB) and their Q values present a lower variance (σ). The
“hops” and the “children” metrics exhibit NB values similar to the model, however, the variance has a range
from 12 to 29% higher. The ETX metric exhibits a worse performance since many nodes in a neighborhood
tend to stick with the same parent overloading specific tree branches. This behavior has been also captured in
[16].

5 Conclusions & Future work

The present paper examined the problem of optimal routing in TSCH networks. We explained the connection
between the routing process and the schedule length and we showed that an optimum routing tree in terms of
schedule length may not be optimal in terms of cost and vice-versa. We defined a multi-objective optimization
problem as a function of the schedule length, the packet routing tree cost, as well as the hop count, a factor that
heavily affects the end-to-end delay of the network. We solved the problem by considering a scalarizing version
where the objective function is defined as a convex combination of the three parameters. The comparison with
the RPL protocol using three wide-used link/node quality metrics as well as with a CDS-based approach reveal
that there is a great room for improvement in terms of schedule length without compromising the tree cost and
the average hop count.

The findings encourage the enhancement of the existing RPL metrics with information regarding the number
of children per parent in order to construct more balanced routing trees. However, the optimal number of
children per parent is difficult to be computed in a distributed manner since it requires knowledge of some
global parameters, such as of the network density. A possible solution would be to gradually adjust the routing
tree by including scheduling statistics from the 6top layer into the RPL broadcast messages. Finally, computing
optimal routing solutions in the presence of multiple sinks is an open problem. In the future, we will investigate
how to organize the nodes in multiple trees such as each of these trees exhibits an optimized schedule length as
well as low cost and latency.
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Nodes
model

metric
RPL

α β γ NB σ NB σ
20 0.2 0.3 0.5 4.08 6.638

hops 4.080 7.816
20 0.2 0.5 0.3 4.08 6.642
20 0.3 0.2 0.5 4.08 6.651

ETX 3.440 8.266
20 0.3 0.5 0.2 4.04 6.453
20 0.5 0.2 0.3 4.08 6.668

children 4.080 7.449
20 0.5 0.3 0.2 4.08 6.668
30 0.2 0.3 0.5 5.04 10.803

hops 5.040 13.200
30 0.2 0.5 0.3 5.04 10.615
30 0.3 0.2 0.5 5 11.060

ETX 3.880 14.234
30 0.3 0.5 0.2 5 10.885
30 0.5 0.2 0.3 5.04 10.978

children 5.040 13.564
30 0.5 0.3 0.2 5.04 10.815
40 0.2 0.3 0.5 6.6 13.687

hops 6.760 14.961
40 0.2 0.5 0.3 6.6 12.674
40 0.3 0.2 0.5 6.56 13.423

ETX 5.120 15.492
40 0.3 0.5 0.2 6.64 13.572
40 0.5 0.2 0.3 6.64 13.476

children 6.760 15.032
40 0.5 0.3 0.2 6.6 12.994

Table 2: The number of sink neighbors (NB) and the standard deviation (σ) of their Q values.
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